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Introduction

• In GAN a discriminative net D learns to distinguish whether a given data
instance is real or not, and a generative net G learns to confuse D by generating
high quality data.

• Authors consider the sequence generation procedure as a sequential decision
making process.

• The generative model is treated as an agent of reinforcement learning.
– STATE : generated tokens so far
– ACTION : next token to be generated
– REWARD : output of a discriminator D
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Sequence Generative Adversarial Nets

• Gθ produces a sequence Y = (y1, . . . , yT).

• In timestep t, the state is y1:(t−1) and the action is the next yt to select.

• The policy model Gθ(yt|y1:(t−1)) is stochastic, whereas the state transition is
deterministic after an action has been chosen.

• Dφ(Y) is a probability indicating how likely a sequence Y is from real sequence
data.

• Dφ is trained by providing positive examples from the real sequence data and
negative examples from the synthetic sequences generated from Gθ .
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Sequence Generative Adversarial Nets

• The discriminator only provides a reward value for a complete sequence.

• To evaluate the reward for an intermediate state, they apply Monte Carlo search
with a roll-out policy Gθ to sample the unknown last T − t tokens.

• The action-value function of a sequence is

Qθ,φ(s = y1:(t−1), a = yt) =

{
1
N

∑N
n=1 Dφ(Y(n)) for t < T,

Dφ(y1:t) for t = T.

• Given y1:T , the object function is

J(θ) =
T∑

t=1

∑
a∈Y

Gθ(a|y1:(t−1))Qθ,φ(y1:(t−1), a).
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Sequence Generative Adversarial Nets

• At the beginning of the training, use the MLE to pre-train Gθ .
• After that, the generator and discriminator are trained alternatively.
• RNNs are used for the generator, and CNN is used for discriminator.
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Experiments
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